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Surface-SOS: Self-Supervised Object Segmentation
via Neural Surface Representation
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Abstract—Self-supervised Object Segmentation (SOS) aims to
segment objects without any annotations. Under conditions of
multi-camera inputs, the structural, textural and geometrical
consistency among each view can be leveraged to achieve fine-
grained object segmentation. To make better use of the above
information, we propose Surface representation based Self-
supervised Object Segmentation (Surface-SOS), a new frame-
work to segment objects for each view by 3D surface repre-
sentation from multi-view images of a scene. To model high-
quality geometry surfaces for complex scenes, we design a novel
scene representation scheme, which decomposes the scene into
two complementary neural representation modules respectively
with a Signed Distance Function (SDF). Moreover, Surface-SOS is
able to refine single-view segmentation with multi-view unlabeled
images, by introducing coarse segmentation masks as additional
input. To the best of our knowledge, Surface-SOS is the first self-
supervised approach that leverages neural surface representation
to break the dependence on large amounts of annotated data and
strong constraints. These constraints typically involve observing
target objects against a static background or relying on temporal
supervision in videos. Extensive experiments on standard bench-
marks including LLFF, CO3D, BlendedMVS, TUM and several
real-world scenes show that Surface-SOS always yields finer
object masks than its NeRF-based counterparts and surpasses
supervised single-view baselines remarkably. Code is available
at: https://github.com/zhengxyun/Surface-SOS.

Index Terms—Self-supervised learning, neural surface repre-
sentation, multi-view object segmentation.

I. INTRODUCTION

G IVEN a set of multi-view images or a casually-captured
video, segmentation of foreground objects is an impor-

tant problem in computer vision, with downstream applications
in segmentation [1], [2] and beyond, such as in video edit-
ing [3], [4], 3D scene understanding [5], [6]. Robust object
segmentation can now be achieved reliably in scenarios for
which large amounts of annotated data are available [7]–[9].
However, for less common activities, such as concerts and
stage shows, it remains challenging, due to the difficulty in
accessing corresponding annotated datasets. Despite some self-
supervised approaches [10], [11] promising to address this
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Fig. 1. We present Surface-SOS, in which multi-view geometric constraints
are embedded in the form of dense one-to-one mapping in 3D surface repre-
sentation. Given multi-view images as input, Surface-SOS predicts convincing
results including object masks, foregrounds and backgrounds.

problem, most of them depend on strong constraints, such as
the target objects being seen against a static background, or
relying on temporal supervision on video. This may result in
blurry segmentation masks and false detection of segmentation
boundaries.

2D images are the projections of the underlying 3D scenes.
Consequently, omitting 3D information may lead to ambigui-
ties in the task resulting from partial occlusion and background
confusion, as in most single-view-based approaches. Using
several cameras complicates data acquisition but only to a lim-
ited extent, as calibrations and predictable setups are available
for most applications or can be computed using off-the-shelf
tools such as Structure from Motion (SfM) [12]. This is also
true for the emerging trend of hand-held cell phone, and static
camera setups such as performance capture studios [13], [14].
These cameras are readily available, and allow for impromptu
shots, as well as quick coverage of large spaces. Under
conditions of multi-camera inputs, the structural, textural and
geometrical consistency among each view can be leveraged
to achieve fine-grained object segmentation [1]. Motivated by
the above issues, we reconsider the task of self-supervised
segmentation from a 3D perspective, given only 2D images of
a scene from multiple viewpoints, the cross-view geometric
constraints are embedded in the form of one-to-one dense
mapping in 3D space, see Fig. 1 for example. This is an
intrinsically challenging problem, especially when the number
of views is small, or viewpoints far apart.

The emerging neural implicit representation approaches
provide promising results in novel view synthesis [15]–[17]
and high-quality 3D reconstruction from multi-view images

https://github.com/zhengxyun/Surface-SOS
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[18]–[20]. The neural volume rendering approach presented in
[15] and the follow-up works [21], [22] have recently shown
that representing both the density and radiance fields as neural
networks can lead to promising novel view synthesis results
from a sparse set of images. Such approaches significantly
transfer multi-view information between views without ex-
plicit reconstruction of 3D geometry, neural radiance field
(NeRF) [15] and its many scene-specific NeRF works will
likely make a long-lasting impact on semantic scene under-
standing. Although this coupling indeed leads to a good gen-
eralization of novel viewing, the density is not as successful
in faithfully predicting the actual geometry of the scene, often
producing noisy, low-fidelity geometry approximation. These
methods require precise object masks and appropriate weight
initialization due to the difficulty of propagating gradients
[21]. Due to this sampling imbalance, volumes that are close
to the camera receive significantly more gradients [23]. This
can lead to incorrect density buildup and result in floating
artifacts. Moreover, it is generally difficult when the object
of interest is severely occluded, with weak texture or with
a similar appearance to the background. The seminal neural
implicit surface representation [19], [24] substitutes the density
field with a zero-level set of Signed Distance Function (SDF)
in the volume rendering formulation, leading to a better
approximation of the geometry while maintaining the quality
of view synthesis and high-quality 3D reconstruction.

In light of this, we take one step further to investigate
how to effectively segment objects from a 3D perspective.
We present a framework, named Surface Representation for
Self-Supervised Object Segmentation (Surface-SOS), connects
object segmentation and neural surface representation to seg-
ment objects within a complex scene. We propose a neural
scene decomposition scheme that decouples the 3D scene
into two complementary neural representation modules for
both the foreground and background: a Foreground Consistent
Representation (FoCoR) module and a Background Comple-
tion (BaCo) module. By connecting the SDF-based surface
representation to geometric consistency, and applying volume
rendering to train this representation with robustness, we can
reconstruct the foreground object geometry and background
appearance from multi-view images. To accelerate the training
process, and apply volume rendering to train this representa-
tion with robustness, we incorporate SDF volumetric render-
ing with multi-resolution hash encodings [17]. Moreover, we
propose several critical training strategies for faster training
convergence and better surface representation, favoring better
foreground and background decomposition with fine detail.

The proposed method takes a sequence of multi-view im-
ages as input, and estimates a dense, geometrical consistent
object map, as well as a textural, completed background for
each view. Such a representation characterizes the composi-
tional nature of scenes and provides additional inherent infor-
mation, thus benefiting 3D scene decomposition. We validate
the effectiveness of Surface-SOS using multi-view datasets
and monocular stereo video, including public benchmarks for
real-world forward-facing datasets (LLFF [25]), object-centric
datasets BlendedMVS [26], Common Objects in 3D (CO3D
[27]), and TUM dataset [28]; and real-world RGB video cap-

tures from [29]. Extensive experiments show that Surface-SOS
performs better than the state-of-the-art (SOTA) image-based
object (co-) segmentation frameworks and NeRF-based object
segmentation methods. Even without auxiliary inputs such as
object mask, Surface-SOS can effectively recover dense 3D
surface structures from multi-view images that lead to photo-
realistic rendering results and high-quality segmentation maps.

In summary, this paper makes the following contributions:
• We present Surface-SOS, a new self-supervised approach

that leverages neural surface representation to break the
dependence on large amounts of annotated data and
strong constraints to achieve superior performance.

• We design a 3D scene decomposition scheme contain-
ing two complementary neural representation modules
for both foreground and background. By leveraging the
multi-resolution hash grid SDF, Surface-SOS can gener-
ate compact geometric surfaces, and produces finer object
segmentation compared to its NeRF-based counterparts.

• We introduce several critical strategies for faster conver-
gence and better surface representations. Our proposed
framework can be implemented on general benchmarks
for forward-facing, object-centric, indoor, and real-world
dynamic scenarios.

• Extensive experiments and ablation studies justify the
design of each component and demonstrate that Surface-
SOS yields finer object segmentation than its NeRF-based
counterparts. It also remarkably improves single-view
methods by simply adding original masks as an additional
input and generating fine-grained segmentation.

II. RELATED WORK

A. Single View Object Segmentation

Object segmentation is a longstanding problem in computer
vision. Most object segmentation algorithms are fully super-
vised [7], [31] and require large annotated datasets containing
pairs of images and labels [32]. Our goal is to train a purely
self-supervised method without either segmentation or object
bounding box annotations. Many approaches take advantage
of the motion patterns of objects as complementary cues [33],
[34], which use a two-stream network to process the RGB
image and the corresponding optical flow separately and fuse
the results in the end. To avoid the expensive computation of
optical flow, some work [35], [36] utilizes higher-order spatial
and temporal relations between video frames to bring more
comprehensive content understanding. However, these motion-
based segmentation methods are prone to accumulate errors
calling for a new system with high accuracy performance and
robustness on each frame. Furthermore, motion-based object
segmentation relies on masks or uses task-specific training
datasets, which lack the capability of preserving fine details,
e.g., human hairs and animal fur.

Image matting deals with the problem of estimating an
RGBA foreground (color image + alpha matte) and a back-
ground color image from a given image [37]–[39]. Mathemat-
ically, an image I can be viewed as the linear combination of
a foreground F and a background B through an α coefficient:
I = αF + (1 − α)B. With the help of trimaps, image
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Fig. 2. Method overview. For the scene captured by N images {Ii}Ni=1, we use COLMAP [30] and Mask-RCNN [7] to get sparse 3D points and coarse
object masks as co-inputs, and predict a dense, geometrical consistent object map, as well as a textural, completed background for each image. Note that
the coarse mask is optional and merely expedites the convergence of 3D surface representation. Moreover, by introducing coarse masks as additional input,
Surface-SOS is able to refine segmentation remarkably (see the under-segmentation and over-segmentation highlighted in red and yellow, respectively).
Surface-SOS consists of two complementary representation modules: a Foreground Consistent Representation (FoCoR) module and a Background Completion
(BaCo) module. FoCoR: For every image, given a 3D point p(x, y, z), we concatenate its queried feature from the multi-resolution hash grid as the input
to the SDF network. The SDF network outputs the geometry feature and SDF value, which are combined with the viewing direction and further fed into the
RGB network to generate RGB value for the foreground, as well as the alpha α prediction. BaCo: Given a sequence of multi-view images, we concatenate
its static features from the multi-resolution hash grid and its 3D position p(x, y, z) as the input to the SDF network. Here, we crop the foreground from
the probability map region mP by setting the SDF value to a positive number (e.g. 1.0). Then the SDF value σB and geometry feature vectors FB

geo are
combined with the viewing direction v ∈ S2 and further fed into the RGB network MC to generate the RGB value for the background cB . After removing the
foreground from the probability map mP , even though some parts of the background were occluded in the original view, the other views of the scene provide
sufficient textural/structural information to complete the missing background. All parts of the proposed pipeline are trained end-to-end with the geometric and
photometric losses in a self-supervised manner with the original input images.

matting predicts a detailed alpha matte which can be used to
recover the mixing factor of foreground and background [39],
[40]. Extensive research has provided promising performance
on deep learning-based video matting [9], [41]. However,
existing supervised deep models require enormous manual
annotations for training. Furthermore, if the training data do
not adequately cover the sampling variation, the trained model
may be biased and may not generalize well for images that
do not correlate strongly with the training data. It still in
most cases generated and augmented the training samples by
compositing the images with various background images and
foreground, while it makes the synthesized images into unreal
scenarios, and produces unacceptable alpha matte.

The recent video layered representations leverage the power
of deep neural networks to separate a moving object in a video
from its background by representing a video as a composition
of layers with simpler motions [10], [11]. They use neural
rendering and fit layer models to images by optimizing trans-
formations to minimize reconstruction loss. However, with a
large number of layer decompositions that could completely

reconstruct the video while outputting nonsensical group sepa-
rations, this is a difficult problem to solve. The Layered Neural
Atlases (LNA) [42] adopts multi-layer perceptrons (MLPs)
to decompose and map the video into sets of 2D atlases.
Consequently, MLP-based atlases lead to better decomposition
than a standard fixed pixel grid atlas, owing to the image rep-
resentations being continuous with respect to spatial or spatio-
temporal pixel coordinates. As mentioned above, the ideas of
layer decomposition have demonstrated the effectiveness of
motion as input or supervision for segmentation. However,
motion signals can be uninformative or even dishonest in cases
such as deformable objects and objects with reflections or
occlusions, resulting in unacceptable segmentation.

B. Co-segmentation Approaches

Co-segmentation is the task of detecting and segmenting
the common objects from an image pair and by extension to
more images [43]. The key assumptions of these methods are
the observation of a common foreground region, or objects
with the same appearance characteristics, as opposed to a
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background with higher variability across images. Initially, a
deep dense conditional random field [44] is applied to the co-
segmentation task. They use a co-occurrence map to measure
the objectness for object proposals, and the similarity evidence
for proposals is generated by a selective search which uses
scale-invariant feature transform (SIFT) feature. An end-to-
end training framework [45] introduces convolutional neural
network (CNN) to jointly detect and segment the common
object from a pair of images. A later attention-based method
[46] takes the encoded features to pay attention to the com-
mon objects via a semantic attention learner. Most recently,
a new co-segmentation framework [47] based on the deep
features extracted from a pre-trained Vision Transformer (ViT)
has been proposed and achieves better results on object co-
segmentation and part co-segmentation.

C. Multi-View Object Segmentation

The above approaches to object segmentation usually re-
quire the user to provide information about background or
foreground in advance. To avoid ambiguity between fore-
ground and background model, many researchers have at-
tempted to solve this problem automatically by using addi-
tional information such as stereo cues. Early attempts [48],
[49] to segment an object from multiple views by combining
photometric information with depth information from stereo
images. These approaches provide much better results than
methods relying solely on color information, but they are
designed for stereo imaging systems and cannot be read-
ily applied to systems with more than two cameras. Some
approaches for multi-view segmentation transfer information
between views without explicit representations of 3D geometry
[1], [50]. The first attempt to solve the multi-view segmenta-
tion problem uses a silhouette-based algorithm [50]. A later
method [51] focuses on probabilistic occupancy along viewing
lines. An inter-view consistent approach links superpixels
between images [1], where geometric cues are propagated
using camera parameters to ensure consistency between views.
This approach adopts the assumption that color values of a
foreground object are different from those of the background
region. Indeed, it then becomes difficult to rely on shared
appearance models of the object between views while parts
of the background seen from several viewpoints will present
similar aspects. In contrast, our approach aims towards delicate
segmentation within a complex scene, by combining the neural
implicit representation power from multi-view images in an
end-to-end and self-supervised manner.

D. Neural Implicit Representation

The neural implicit representation has shown its effec-
tiveness in novel view synthesis [15]–[17] and high-quality
3D reconstruction from multi-view images [18]–[20]. The
neural implicit exploit the coordinate-based representation to
model the scene by querying points attributes with their 5D
coordinates (x, y, z, θ, ϕ). Such representation significantly
improves traditional image-based modeling or rendering in
an end-to-end and self-supervised manner. NeRF [15] and its

many scene-specific NeRF works will likely make a long-
lasting impact on semantic scene understanding. In particular,
Semantic-NeRF [21] adds an extra head to NeRF to predict
semantic labels at any 3D position. As a supervised approach,
Semantic-NeRF requires semantic labels for full supervision.
The recent work NeRF-SOS [52] presents a framework for
learning object segmentation in complex real-world scenes
by using a collaborative contrastive loss at the appearance
segmentation and geometry segmentation levels. However, the
optimization process for training is affected by the conflicting
update directions, contrastive loss, and ViT semantic feature
extraction, which remains a notorious challenge in multi-task
learning. RFP [53] is an unsupervised multi-view image seg-
mentation using radiance field propagation with a bidirectional
photometric loss to guide the reconstruction of semantic field.
This approach adopts the assumption that there is no object
motion in the scene, or color values of a foreground object are
different from those of the background region. However, given
only a set of calibrated input images, the NeRF reconstruction
problem is ill-posed. NeRF acquisition typically suffers from
background collapse, creating near-camera floating artifacts
on the edges of the captured scene. Several works [23], [54]
observed and proposed solutions to the problem of floaters
and background collapse. The main insight is that the floating
artifacts occur due to a higher density of samples in regions
near cameras [23]. Similarly, without visual cues, the model
has lost the perception of the object. Nevertheless, extending
the semantics and discovery of object decompositions with
NeRF is not trivial, as they cannot extract high-quality surfaces
since the geometry representation does not contain surface
constraints. The techniques are generally difficult when the
object of interest is highly occluded, has a weak texture, or
has a similar appearance to the background.

Early work focused on predicting the geometry of shapes
using occupancy fields [55] or SDF [56]. NeuS [19] repre-
sents the 3D surface as an SDF for high-quality geometry
reconstruction. This allows for differentiable rendering by
tracing rays through the scene and integrating over them.
However, the explicit integration also makes this approach
very computationally intensive, training NeuS is very slow, and
it only works for static scene reconstruction. To overcome the
slow training time of deep coordinate-based MLPs, Instant-
NGP [17] proposes a multi-resolution hash encoding and
proves its effectiveness to speed up. With this in mind, we
present a self-supervised learning framework for multi-view
object segmentation by leveraging the geometric consistency
of instant neural surface representation. Unlike previous works
that assume a static camera or background, we allow the
representation network to deform space along with the parallax
or pose changes, then reconstruct the geometry and appearance
of the foreground, as well as a textured, complete background.

III. PROPOSED METHOD

A. Overview

Surface-SOS takes a sequence of multi-view images as
input, and estimates a dense, geometrical consistent object
segmentation map, as well as a textural, completed background
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for each view. Fig. 2 shows an overview of our method. To
tackle this challenging task by leveraging the existence of
geometric consistency of the one-to-one dense mapping in
3D space, we decouple the scene into two complementary
neural scene representation modules: a Foreground Consistent
Representation (FoCoR) module and a Background Com-
pletion (BaCo) module. We build our scene representation
modules upon the SDF-based neural surface representation,
and incorporate multi-resolution hash encodings for training
acceleration. We introduce geometric and photometric losses
to train the network in a self-supervised manner. Moreover, we
propose several critical training strategies for faster training
convergence and better surface representation, which favors
better foreground and background decomposition with fine
detail. Given a 3D spatial point, we concatenate its queried
feature from the multi-resolution hash grid and its 3D position
as input to the SDF-based networks. The outputs of SDF
network are combined with the viewing direction and further
fed into the RGB network. For FoCoR, the RGB network
predicts color and alpha values for the foreground, while for
BaCo, the network predicts the background color.

B. Preliminary
NeuS. Given a set of posed multi-view images, the scene of

the object is represented by two functions: a signed distance
field f(p) : R3 → R that maps a spatial position p ∈ R3

to its signed distance to the object, and a radiance field
c(p,v) : R3 × S2 → R3 that encodes the color associated
with a point p ∈ R3 and a view direction v ∈ S2. The
surface S of the object can be obtained by extracting the
zero-level set of the SDF S =

{
p ∈ R3 | f(p) = 0

}
. Then

the object is rendered into an image by volume render-
ing. Specifically, for each pixel of an image, we sample n
points {p(ti) = o+ tiv|i = 0, 1, ..., n− 1} along its camera
ray, where o is the center of the camera and v is the view
direction. By accumulating the SDF-based densities and colors
of the sample points, we can compute the color Ĉ of the ray.
As the rendering process is differentiable, NeuS can learn the
signed distance field f(p) and the radiance field c(p,v) from
the multi-view images. However, the training process of NeuS
is very slow, taking about 8 hours on a single GPU.

Multi-resolution Hash Encoding. To overcome the slow
training issue of deep coordinate-based MLPs (which is also
a major issue for slow performance of NeuS), multi-resolution
hash encoding was proposed [17] and shown to be effective.
Specifically, it assumes that the object to be reconstructed is
bounded in multi-resolution voxel grids. The voxel grids at
each resolution are mapped to a hash table with a fixed-size
array of learnable feature vectors. For a 3D position p ∈ R3,
it obtains a hash encoding at each level hi(p) ∈ Rd (d is the
dimension of a feature vector, i = 1, ..., L) by interpolating the
feature vectors assigned at the surrounding voxel grids. The
hash encodings at all L levels are concatenated into h(p) =
{hi(p)}Li=1 ∈ RL×d to be the multi-resolution hash encoding.

C. Neural Scene Decomposition via Hash-encoded SDF
FoCoR Module. For every image, given a 3D position

p(x, y, z) ∈ R3 in the rough foreground object, we map its

multi-resolution hash encodings hω(p) ∈ RL×d with learnable
hash table entries ω. We concatenate its acquired feature
vectors from the multi-resolution hash grid and the 3D position
as the input to the SDF network MS , which consists of a
shallow MLP:

(σF ,FF
geo) = MS (p, hΩ,F (p)) . (1)

The SDF network outputs the SDF value σF ∈ R and
geometry feature vectors FF

geo ∈ R12, which are combined
with the viewing direction v ∈ S2 and further fed into RGB
network MC to generate RGB value for the foreground object.

The normal n of the point p can be computed as n = ∇pσ
F

by the gradient of the SDF. We observe that the RGB network
is biased to output similar colors for neighboring sample points
when their corresponding surface normal is close. Adding
normals to the input encourages the reconstructed surface to be
smoother, especially for texture-less areas. Eventually, we feed
the normal n with the SDF value σF , the geometry feature
FF

geo, the point p, and the ray direction v to the RGB network
MC , then the foreground appearance and alpha prediction is
formulated as

cF = MC(p,n,v, σ
F ,FF

geo). (2)

α = MC(p,n,v, σ
F ,FF

geo). (3)

BaCo Module. Training neural surface representation net-
work without a background model can lead to floaters (un-
controlled object surfaces) in free space [19]. One of the main
reasons for this problem is the floaters in the background color,
which do not affect the rendering quality and therefore cannot
be optimized when training with only photometric loss. Since
we want to segment and decouple the foreground and back-
ground components of the scene, we circumvent this problem
by applying a static background module c(p,v) : R3 × S2 →
R3 to inpaint static background from the cropped mask region
Mp. The mask mP ∈ [0, 1] indicates the likelihood that a
point belongs to the swept volume of the foreground in the
scene. The SDF network outputs the SDF value σB ∈ R
and geometry feature vector FB

geo ∈ R7. Here, we crop the
foreground from the probability map region mP by simply
setting the SDF value to a positive number (e.g. 1.0). Since
we assume a unimodal (i.e. bell-shaped) density distribution
centered at 0 [19], an area with a large SDF value is less
likely to be sampled, and therefore appears transparent. Then
the density value σB and the geometry feature vector FB

geo

are combined with the viewing direction v ∈ S2, to be
further fed into the RGB network MC to generate RGB value
for the background cB . After removing the foreground from
the probability map mP , even with parts of the background
occluded in the original view, the other views of the scene
provide sufficient textural/structural information to complete
the missing background.

cB = MC(p,n,v,m
P , σF ,BB

geo). (4)

Finally, the RGB color of a 3D position p can be recon-
structed by alpha-blending the corresponding points:
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Fig. 3. A visualization of the architecture of FoCoR and BaCo module.

c = αcF + (1− α)cB . (5)

As shown in Fig. 3, the network architecture consists of
the following components: (a) two multi-resolution hash grids
with 16 levels of different resolutions ranging from 16 to 2048;
(b) two SDF networks modeled by a 1-layer MLP with 64
hidden units; (c) an RGB network modeled by a 2-layer MLP
with 64 hidden units for consistent foreground object; (d) an
RGB network modeled by a 2-layer MLP with 64 hidden units
for static background.

D. Supervision and Volume Rendering Outputs

Volume Rendering. To learn the parameters of the neu-
ral SDF and color field, we apply the unbiased volume
rendering scheme to render images from the Hash-encoded
SDF representation. Given a pixel, we sample n points
{p(ti) = o+ tiv|i = 0, 1, ..., n} along its camera ray, where
o is the camera center and v is the unit direction vector of
the ray.

To obtain discrete counterparts of the opacity and weight
function, we still need to adopt an approximation scheme,
which is similar to the composite trapezoid quadrature. By
using opaque density σF , the alpha values α are defined in
discrete form by

αi = max

(
1− Φb (f (p (ti+1)))

Φb (f (p (ti)))
, 0

)
, (6)

where Φb(x) = 1/(1 + ebx) known as the cumulative density
distribution, b is a trainable hyperparameter and gradually
increases to a large number as the network training converges.

By accumulating the redefined α values and colors of the
sample points, the final color ĉ along the ray is computed via
the approximation scheme as

ĉ(o,v) =

n∑
i=1

T (ti)α(ti)c(p(ti),v), (7)

where T (ti) is the discrete accumulated transmittance defined
by T (ti) =

∏i−1
j=0 (1− α (tj)), c(p(t),v) means the color at

the point p along the viewing direction v.

Additionally, we adopt a ray marching acceleration strategy
[17] to maintain an occupancy grid that roughly marks each
voxel grid as empty or non-empty. The occupancy grid can
effectively guide the marching process by preventing sampling
in empty spaces, and accelerate the volume rendering process.

Training and Supervision. With the multi-view images
as the main supervision signal used to train our system, we
introduce photometric and geometric loss to supervise their
training. Specifically, we optimize our neural networks and
inverse standard deviation by randomly sampling a batch
of pixels and their corresponding rays in the world space
P = {ck,Mk,ok,vk}, k ∈ {1, ...,m} from an image in every
iteration, where m denotes the batch size, ck is its pixel color
and Mk ∈ {0, 1} is its coarse mask value. The final joint loss
function is defined as

L = Lcolor + λeLEikonal + λsLsparsity. (8)

First, we minimize the distance between rendered pixels ĉk
and the ground truth pixels ck, by using a color loss Lcolor
defined as

Lcolor =
1

m

∑
k

R (ĉk, ck) . (9)

Here we choose the L2 loss as R, which is shown to be
robust to outliers and stable in training.

An important property of SDF is its unit norm. The Eikonal
term [57] is therefore added to regularize the learned signed
distance field. Specifically, Eikonal loss LEikonal is added on
the normal of sampled points:

LEikonal =
1

mn

∑
k,i

(∥nk,i∥ − 1)
2
, (10)

where i indexes the i th sample along the ray with i{1, ..., n},
and n is the number of sampled points. nk,i is the normal of
a sampled point.

Additionally, the property of accumulated transmittance in
volume rendering means that the invisible query samples be-
hind visible surfaces lack supervision. To address this issue of
floaters and background collapse, a sparsity regularization term
[58] is incorporated to generate compact geometric surfaces.

Lsparsity =
1

mn

∑
k,i

exp
(
−τ |σF |

)2
, (11)

where |σF | is the absolute SDF value of sampled point, τ
is a hyperparameter to re-scale the SDF value. This term
will encourage the SDF values of the points behind the
visible surfaces to be far from 0. When extracting 0-level
set SDF to generate mesh, this term can avoid uncontrollable
free surfaces. The sparsity loss Lsparsity prevents duplicate
representations in the foreground, and further encourages the
many-to-one mapping of scene points to the sample points.

We additionally introduce an optional mask loss Lmask
during the initial train phase. We encourage the predicted
alpha values to match a coarse input mask that identifies
which regions should decouple the foreground and background
scenes. We note that we do not require input masks to
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Fig. 4. Comparison on the forward-facing scenes Flower, Fortress, and horns from LLFF dataset [25]. In the third column, DINO-CoSeg [47] mistakenly
matches several discrete patches, as DINO has higher activation on just a few tokens, which may lead to view-inconsistent and disconnected co-segmentation
results. Compared to SAM [32] and DINO-CoSeg, our results have more accurate edges, since our network can exploit multi-scale geometry features to
better capture the matte objects. Compared with NeRF-based methods (i.e. Semantic-NeRF [21], NeRF-SOS [52], and RFP [53]), Surface-SOS (g) produces
view-consistent masks with finer details and no holes in the interior of objects.

be precise, as they are used only for initializing the alpha
mapping. And the majority of training happens without this
loss, allowing the network to correct for errors. The alpha loss
Lmask is defined as:

Lmask = BCE(Mk, αk), (12)

where BCE is the binary cross entropy loss.

IV. EXPERIMENTS

A. Experimental Settings and Implementation Details

Datasets and Evaluation Metrics. We validate the ef-
fectiveness of the proposed Surface-SOS on both multi-view
benchmark datasets and monocular stereo video data. We
provide qualitative and quantitative comparisons with the
SOTA object segmentation methods on four publicly available
datasets, and choose some representative scenes: 1) LLFF
datasets [25] contain three forward-facing scenes {Flower,
Fortress, horns} with 30 to 62 roughly forward-facing im-
ages; 2) BlendedMVS datasets [26] contain two object-centric
scenes {5a6, 5c3} with 27 to 110 images; 3) CO3D datasets
[27] contain two common objects {Bicycle, Backpack} cap-
tured with 100 to 201 images; and 4) two scenes {Teddy
bear, Plant} in the 3D object reconstruction category of the
TUM datasets [28], sampling with sequences ranging from
175 to 259 frames. We manually labeled all views as faithful
binary mask annotations to provide a quantitative comparison
for all methods and used them to train Semantic-NeRF [21].
However, these public datasets are either designed for novel
view synthesis [25], specific domains [26], or videos of static
scenes [27], [28]. To validate the effectiveness of our approach,
we further evaluate on additional more challenging datasets.

Specifically, we capture custom stereo video datasets for eval-
uation, including hand-held phones, and static camera setups
such as performance capture studios. Our dataset consists of
both static Dance and dynamic scenes Cat with a gentle
amount of object motion. We also leverage three common
scenes {Kevin, Texting, Boy} captured by video sequences
from [29]. We sample the videos and obtain sequences ranging
from 73 to 180 frames.

As for quantitative evaluation, we use the Sum of Absolu-
tion Difference (SAD), Mean Square Error (MSE), mean pixel
accuracy (Acc.), and mean Intersection over Union (mIoU) as
our metrics. Acc. measures the proportion of pixels that have
been assigned to the correct region, and mIoU is the ratio
between the area of the intersection between the ground-truth
segmentation mask and the prediction.

Comparison Methods. Given multi-view images or a
casually-captured video, we target to output the corresponding
alpha foreground as a segmentation mask. Therefore, several
object segmentation baselines are adopted for comparisons:
1) single-view supervised segmentation SAM [32]; 2) image-
based object co-segmentation method DINO-CoSeg [47]; and
3) NeRF-based methods, including NeRF-SOS [52], RFP [53]
and supervised Semantic-NeRF [21] trained with annotated
masks. On the other hand, video-based foreground matting
RVM [9], and the untrained network-based methods LNA
[42] for video layers decomposition are included for a more
comprehensive comparison of video sequences.

Implementation details. Given a sequence of multi-view
images, we first perform an SfM [12] reconstruction using an
open-source software COLMAP [30] to estimate the camera
poses and sparse 3D points of the scene. This step provides
us with intrinsic and extrinsic camera parameters as well as a
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Fig. 5. Qualitative comparisons on object-centric scenes Biclcle and Backpack from CO3D data [27]. Despite SAM [32] providing fine-grained boundary
information it is noisy and misses more valid detection than ours. Whereas the proposed method achieves high-quality geometric and textural consistent
foreground maps without inducing noise, e.g., it can recover the complex structures of the bicycle frame and render detailed textures in the Bicycle example.

sparse point cloud reconstruction. To expedite the convergence
of 3D object surface representation, we apply Mask R-CNN
[7] to segment out the most common foreground in each view
independently. SAM [32] is a general segmentation model
trained on a diverse, high-quality dataset of over 1 billion
masks, it can produce high-quality object masks from input
prompts such as points or object bounding boxes. DINO-
CoSeg [47] is an image-based object co-segmentation method
as it takes a pair of images as input and automatically co-
segment semantically common foreground objects. Semantic-
NeRF [21] is a supervised NeRF-based approach as it takes
annotated labels as input to supervise a semantic branch for
object separation. Thus we feed the ground truth labels as input
to these methods where the official implementations are used.
NeRF-SOS [52] is a self-supervised framework, in which the
collaborative contrastive loss is implemented upon the original
NeRF [15], and segmentation results are based on K-means
clustering. RFP [53] is one of the first real-scene NeRF-based
approaches for unsupervised multi-view image segmentation.
We share the same task of scene object segmentation in
3D perspective with multi-view settings. RFP [53] relies on
unsupervised single image segmentation algorithms to get
good initialization, thus we provided the initial masks of IEM
[59] as input which was used in RFP [53]. Here we only
present the results of RFP on the LLFF dataset, as the official
implementation for the other datasets is still not available. Our
whole system and all the experiments are implemented on a
machine with a single NVIDIA GeForce RTX3090 GPU. We
train our models using the ADAM optimizer with a learning
rate of 0.01. For each scene representation, we train our model

for 40k iterations, which takes around 25 minutes.

B. Qualitative results

1) Comparisons with SOTA on static scenes: For static
scene object segmentation, we present examples of the com-
parison with different baselines on a variety of scenes. CO3D
provides ground-truth label maps using PointRend [31], we
create binary masks annotation of other datasets for evalua-
tions and the Semantic-NeRF training with publicly available
annotation tool labelme1.

LLFF [25] Scenes. As seen in Fig. 4, compared to single-
view supervised segmentation SAM [32] and image-based ob-
ject co-segmentation DINO-CoSeg [47], our method presents
more accurate edges, due to the exploitation of multi-scale ge-
ometry features to better capture the matte objects. Compared
to NeRF-based methods, including NeRF-SOS [52], RFP [53]
and supervised Semantic-NeRF [21], Surface-SOS produces a
more complete foreground matte with no holes in the interior
of objects, due to the high-quality geometry representation
with the surface constraints.

Object-centric Scenes. Here we use CO3D [27], Blended-
MVS [26], TUM [28] datasets, and the Dance scene captured
by static camera setups.

As shown in Fig. 5 for the CO3D data, DINO-CoSeg [47]
exhibits limited performance in terms of background confu-
sion among foreground objects. The prediction of SAM [32]
provides fine-grained boundary information but is noisy and
lacks the detection of segmentation boundaries. Our method

1https://github.com/wkentaro/labelme
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Fig. 6. Qualitative comparison on the object-centric scenes 5a6 and 5c3 from BlendedMVS dataset [26]. Surface-SOS produces more view-consistent masks
than other NeRF-based methods. It even generates finer details than the supervised Semantic-NeRF [21] and SAM [32] (see the openwork sleeve in the top
row and the shoelace in the bottom row).

Fig. 7. Qualitative comparison on the object-centric scenes Dance, Teddy bear, and Plant. These examples span a wide range of human and non-human
species on the complex scene, suggesting the superiority of our proposed methods in the generation of geometrical consistent foreground matte, as well as a
textural, completed background.

achieves high-quality geometric and textural consistent fore-
ground maps without inducing noise, e.g., it can recover the
complex structures of the bicycle frame and render detailed
textures in Bicycle example scene.

Fig. 6 shows comparisons on BlendedMVS dataset [26].
From the visualizations, we see that Surface-SOS produces
more view-consistent masks than other NeRF-based methods.
It even generates finer details than supervised Semantic-NeRF
and SAM. For example, in the first row, Surface-SOS can
distinguish the openwork details adjacent to the sleeve, and
yield accurate segmentation of the shoelace in the bottom row.

Another comparison of object-centric scenes is shown in
Fig. 7, these examples span a wide range of human and non-

human species on the complex scene, demonstrating the supe-
riority of our proposed methods for the geometrical consistent
foreground mask, as well as its cross-view correspondence
appearance of foreground and background.

The more visualizations details of mask and RGB rendering
results at the high-resolution of 3840×2160 are shown in
Fig. 8. It turns out that Surface-SOS can produce finer details
as the input resolution increases.

2) Comparisons on dynamic scenes: The above results in-
dicated that Surface-SOS can achieve promising segmentation
quality on static scenes. To further evaluate the effectiveness
on real scenes, we provide a comparison on our casually-
captured videos (i.e., scene Cat and the custom stereo video
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Fig. 8. More visualizations details of mask and RGB rendering results at the
high-resolution of 3840×2160.

{Texting and Kevin} obtained from [29]. Fig. 9 presents
examples of the qualitative comparison of our method against
SAM [32], DINO-CoSeg [47], RVM [9] and the untrained
network-based methods LNA [42] for video layers decomposi-
tion. RVM gets excessive smoothing and blurry edges occurred
in the high-frequency appearance on edges and textures. LNA
outputs the nonsensical group separations due to motion
signals that may be uninformative or even dishonest in cases
such as deformable objects and objects with moderate motion.
As shown in Fig. 9 (f), our method successfully decom-
poses the specifying ambiguous foreground and background
with two complementary SDF-based representation modules,
which is sufficient to obtain visually satisfying results. This
suggests that the geometry and appearance cues in forward-
backward frames can benefit object segmentation with differ-
ent viewpoints consistency. Therefore, our method supports
video decomposition containing moderate object motion. We
encourage readers to review our supplemental videos for a
dynamic visualization of qualitative results.

C. Quantitative results

The quantitative results of compared approaches on four
benchmark datasets as well as our captured data (scene Dance)
are presented in Table I. From the results we can see that,
our method outperforms supervised 2D object segmentation
methods and the supervised NeRF-based segmentation method
(i.e., Semantic-NeRF [46]). CO3D provides coarse segmenta-
tion maps using PointRend [31] while parts of the annotations
are missing. Among self-supervised learning frameworks,
Surface-SOS performs on par in both evaluation metrics and
visualization for view consistency.

D. Ablation Studies

To achieve a high-quality surface representation and analyze
the correlation between the object surface representation and
object segmentation, we present the performance with different
design choices. These include variations with and without
a coarse mutilated mask input, with a coarse mask, and
with or without our proposed FoCoR and BaCo modules, as
well as the inclusion of the sparsity loss. The corresponding
performances are reported in Table II and Fig. 10. These
results convey several observations.

TABLE I
QUANTITATIVE EVALUATION OF OBJECT SEGMENTATION ON THE STATIC

SCENES. THE BEST RESULTS ARE MARKED IN Bold Font.

Dataset LLFF [25] SAD ↓ MSE ↓ mIoU ↑ Acc. ↑

Mask-RCNN [7] - - - -
SAM [32] (Mask Init.) 10.386 0.238 0.767 0.891
DINO-CoSeg [47] 9.388 0.208 0.628 0.787
Semantic-NeRF [21] 8.736 0.185 0.897 0.918
NeRF-SOS [52] 9.172 0.191 0.865 0.857
RFP [53] 9.494 0.229 0.782 0.829
Surface-SOS (ours) 8.655 0.181 0.903 0.918

Dataset CO3D [27] SAD ↓ MSE ↓ mIoU ↑ Acc. ↑

Mask-RCNN [7] (Mask Init.) 4.021 0.296 0.865 0.929
SAM [32] 3.265 0.226 0.876 0.940
DINO-CoSeg [47] 3.990 0.297 0.835 0.910
Semantic-NeRF [21] 3.534 0.272 0.851 0.924
NeRF-SOS [52] 3.588 0.275 0.844 0.915
Surface-SOS (ours) 3.011 0.218 0.883 0.945

Dataset BlendedMVS [26] SAD ↓ MSE ↓ mIoU ↑ Acc. ↑

Mask-RCNN [7] (Mask Init.) - - - -
SAM [32] 6.963 0.165 0.929 0.936
DINO-CoSeg [47] 7.861 0.169 0.910 0.922
Semantic-NeRF [21] 7.915 0.191 0.935 0.955
NeRF-SOS [52] 7.739 0.192 0.924 0.934
Surface-SOS (ours) 6.872 0.146 0.931 0.941

Dataset TUM [28] SAD ↓ MSE ↓ mIoU ↑ Acc. ↑

Mask-RCNN [7] (Mask Init.) 14.203 0.532 0.845 0.969
SAM [32] 13.108 0.576 0.864 0.981
DINO-CoSeg [47] 12.949 0.546 0.821 0.966
Semantic-NeRF [21] 13.040 0.532 0.869 0.980
NeRF-SOS [52] 12.711 0.496 0.843 0.975
Surface-SOS (ours) 9.138 0.402 0.870 0.989

Scene Dance SAD ↓ MSE ↓ mIoU ↑ Acc. ↑

Mask-RCNN [7] (Mask Init.) 8.066 0.490 0.726 0.820
SAM [32] 6.803 0.380 0.886 0.840
DINO-CoSeg [47] 6.893 0.384 0.843 0.887
Semantic-NeRF [21] 7.707 0.439 0.924 0.934
NeRF-SOS [52] 7.021 0.393 0.916 0.928
Surface-SOS (ours) 6.015 0.355 0.935 0.942

Firstly, Surface-SOS can effectively recover dense 3D sur-
face structures from multi-view images even without auxiliary
inputs of object masks. As we can see in Fig. 10(a), this
approach results in a reasonable foreground and background
decomposition.

Secondly, when providing the SDF-based surface represen-
tation (i.e., FoCoR module) with coarse masks, the network
learns 3D geometry implicitly and generates an accurate fore-
ground decomposition. Specifically, the background learning
module (i.e., BaCo) prevents the occurrence of uncontrollable
free surfaces, and the sparsity loss encourages the model to
render images with the minimum content required for recovery
and prevents the duplication of foreground representations,
which further promotes the creation of an accurate foreground
and background decomposition with fine detail. These exam-
ples demonstrate the benefits of accurately predicting object
geometry using two complementary neural representations for
self-supervised object segmentation.
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Fig. 9. Visual comparisons on the dynamic scenes Texting, Kevin and Cat. RVM [9] gets excessive smoothing and blurry edges occurring in the high-frequency
appearance information on edges and textures. LNA [42] outputs the nonsensical group separations due to motion signals that may be uninformative or even
dishonest in cases such as deformable objects and objects with moderate motion. Our method successfully decomposes temporally and geometrically consistent
foreground, as well as textural, complete background.

TABLE II
RESULTS IN ABLATION STUDY.

Teddy Cat
SAD ↓ MSE ↓ mIoU ↑ Acc. ↑ SAD ↓ MSE ↓ mIoU ↑ Acc. ↑

w/o mask Init. + w/ FoCoR + w/o BaCo 16.828 0.356 0.875 0.851 10.603 0.586 0.761 0.724
w/o mask Init. + w/ FoCoR + w/ BaCo 14.188 0.517 0.857 0.899 8.066 0.490 0.726 0.820
w/ mask Init. + w/o FoCoR + w/o BaCo 14.828 0.496 0.875 0.891 8.215 0.555 0.775 0.846
w/ mask Init. + w/ FoCoR + w/o BaCo 11.476 0.419 0.914 0.938 6.892 0.383 0.871 0.887
w/ mask Init. + w/ FoCoR + w/ BaCo + w/o sparsity 9.956 0.407 0.938 0.939 4.192 0.383 0.926 0.961
Surface-SOS (ours) 8.685 0.328 0.950 0.961 3.434 0.304 0.946 0.975

TABLE III
QUANTITATIVE COMPARISON ON DIFFERENT SINGLE-VIEW OBJECT SEGMENTATION METHODS. THE BEST RESULTS ARE MARKED IN Bold Font.

Scene Texting SAD ↓ MSE ↓ mIoU ↑ Acc.↑

Surface-SOS (w/o mask Init.) 18.559 (-) 0.386 (-) 0.825 (-) 0.918 (-)
Mask-RCNN [7] 19.588 0.390 0.873 0.921
Surface-SOS (w/ Mask-RCNN) 18.316 (↓ 1.272) 0.377 (↓ 0.013) 0.900 (↑ 0.027) 0.933 (↑ 0.012)
SAM [32] 15.598 0.347 0.955 0.938
Surface-SOS (w/ SAM) 14.828 (↓ 0.770) 0.326 (↓ 0.021) 0.965 (↑ 0.010) 0.951 (↑ 0.013)
RVM [9] 18.482 0.417 0.883 0.876
Surface-SOS (w/ RVM) 16.828 (↓ 1.654) 0.356 (↓ 0.061) 0.895 (↑ 0.012) 0.891 (↑ 0.015)

Scene Kevin SAD ↓ MSE ↓ mIoU ↑ Acc.↑

Surface-SOS (w/o mask Init.) 13.336 (-) 0.396 (-) 0.836 (-) 0.941 (-)
Mask-RCNN [7] 16.012 0.417 0.824 0.872
Surface-SOS (w/ Mask-RCNN) 14.702 (↓ 1.311) 0.411 (↓ 0.006) 0.846 (↑ 0.022) 0.879 (↑ 0.007)
SAM [32] 10.603 0.386 0.861 0.924
Surface-SOS (w/ SAM) 9.593 (↓ 1.010) 0.356 (↓ 0.030) 0.879 (↑ 0.018) 0.932 (↑ 0.008)
RVM [9] 11.366 0.394 0.860 0.960
Surface-SOS (w/ RVM) 8.965 (↓ 2.401) 0.362 (↓ 0.032) 0.881 (↑ 0.021) 0.974 (↑ 0.014)
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Fig. 10. Ablation Studies. Compare Surface-SOS to different design choices:
with and without a coarse mutilated mask input, with a coarse mask and
with or without our proposed FoCoR and BaCo modules, as well as the
sparsity loss. Without the coarse mask initiation, Surface-SOS can decompose
reasonable foreground and background, part of the desk is segmented out due
to the view-consistent geometry for the static foreground. When providing the
FoCoR module with coarse masks, the network is able to learn 3D geometry
implicitly and generate an accurate foreground decomposition, By adding the
background learning module (i.e., BaCo) and sparsity loss to the SDF-based
surface representation, the resulting geometric surfaces become more compact
and prevent holes in the object alpha matte.

Moreover, by introducing coarse masks as additional input,
Surface-SOS is able to refine the segmentation remarkably.
In Fig. 11 we present an analysis of mask initialization in
our framework by removing the coarse mask input, as well
as applying several rough segmentation acquired by different
single-view methods [7], [9], [32]. Extensive experiments are
presented in Table III, and the results clearly demonstrate
that Surface-SOS outperforms all of the original single-view
methods by a large margin. For instance, for the scenes
Kevin, in terms of SAD, MSE, mIoU, and Acc., Surface-SOS
with the RVM masks initialization surpasses the RVM by -
2.401, -0.032, 0.021 and 0.014, respectively. These examples
show that even rough segmentation results in this step can
yield high-quality foreground at the end, making the system
practically applicable.

V. CONCLUSION

In this paper, we present Surface-SOS, a new self-
supervised learning framework for delicate segmentation from
multi-view images that are geometrically consistent. To lever-
age 3D object-level geometry and 2D image appearance cues
of the one-to-one dense mapping in 3D space, we designed a
special neural scene decomposition approach containing two
complementary neural representation modules, i.e. FoCoR and
BaCo, processing the foreground and background, respec-
tively. In this manner, we can effectively decompose scenes
into foreground and background, including its convincing
segmentation maps. Our framework can be implemented to
refine 2D single-view object segmentation on complex scenes

Fig. 11. Impact of the mask initialization. Surface-SOS can effectively
decompose a complex scene into foreground and background without initiating
a rough mask. By introducing coarse segmentation masks as additional input,
Surface-SOS is able to refine single-view segmentation, such as Mask-RCNN
[7], SAM [32], and RVM [9]. For instance, compared to the coarse masks
of Mask-RCNN and SAM, the initial mask of RVM contains incomplete
cushions, Surface-SOS can effectively recover dense 3D surface structures
from multi-view images and produce high-quality segmentation maps. These
examples show that even rough segmentation results in this step can yield
high-quality foreground at the end, making the system practically applicable.

with only unlabeled multi-view images. Extensive experiments
on various multi-view benchmark datasets and monocular
stereo videos validated the effectiveness of the Surface-SOS,
significantly improving the supervised 2D single-view object
segmentation results, and generating finer-grained segmenta-
tion than existing multi-view NeRF-based frameworks.

Fig. 12. Failure cases. On the unbounded scene Truck from hand-held 360
capture Tank and Temples dataset [60], the generated results are blurry and
lack fine details. On the custom stereo video Boy from [29], it mistakenly
matches several discrete pixel patches.

Though promising, there are still some limitations and
drawbacks of the proposed method. As we extract geometric
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constraints by leveraging the SDF-based surfaces representa-
tion from a sparse set of images, it cannot segment across
scenes. Furthermore, it faces more challenges on unbounded
scenes, such as the hand-held 360 capture large-scale Tank and
Temples datasets [60], due to the lack of solid geometry in
the scenes. Our method supports videos containing moderate
object motion. It breaks for extreme object motion. Some fail-
ure cases are shown in Fig. 12. Integrating our approach with
learning-based pose estimation and neural dynamic represen-
tation of large motion and deformed objects is an interesting
future direction.
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